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Abstract

We present a new variant of Generalized Learning Vector Quantization (GRLVQ) in
a computer vision scenario. A version with incrementally added prototypes is used
for the non-trivial case of high-dimensional object recognition. Training is based
upon a generic set of standard visual features, the learned input weights are used
for iterative feature pruning. Thus, prototypes and input space are altered simulta-
neously, leading to very sparse and task-specific representations. The effectiveness of
the approach and the combination of the incremental variant together with pruning
was tested on the Coil100 database. It exhibits excellent performance with regard
to codebook size, feature selection and recognition accuracy.
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learning vector quantization, adaptive metric

1 Introduction

The task of object recognition and automatic learning of object representations
has been widely addressed in the computer vision literature. However, one of
the remaining and most prominent issues is the problem of high dimensionality.
As a result, dealing with visual data poses great challenges to machine learning
techniques, and the reduction of input space through feature selection can be
seen as one of the keys to more efficient and reliable object recognition.
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In general, the optimal selection of visual features is highly task- and data-
dependent. Whereas some measurements might be used successfully in one
situation or for one data set, it can happen that they might be useless in other
conditions or tasks, even when dealing with the same objects. Accordingly, the
choice of an appropriate feature space is very extensive. An algorithm capable
of automatic and task-specific model and feature learning is needed in order
to overcome the problems described.

In the area of machine learning, Generalized Relevance Learning Vector Quan-
tization (GRLVQ) has been shown to improve performance and stability of
the learning process [13]. As demonstrated by Hammer and Villmann [13],
the approach is very well capable of handling artificial data sets including the
Iris and Satellite data from the UCI repository. Moreover, the approach was
successfully used for rule extractions [9] and data prediction in time series
[44]. In addition to the promising learning performance, it is its capability
of relevance learning which makes it especially appealing. The mechanism is
able to give higher weights to important input dimensions and lower weights
to unimportant ones. Whereas the latter idea was first introduced within the
RELIEF-framework, proposed by Kira and Rendell [19], which was later ex-
tended by Kononenko [24], GRLVQ is able to adjust relevances during the
learning process and is able to deal with multiple-class problems directly.

As in [44], we use the resulting relevances to completely prune the weakest
dimensions during the learning process. This is especially valuable from an
efficiency point of view and thus for real-time vision systems because feature
extractions and computations induce high costs with regard to time and mem-
ory consumption. Thus, every feature which does not have to be calculated is
highly beneficial.

The number of clusters formed by the training data and thus the number of
codebook vectors needed changes with varying dimensionality of input space.
Based on this and the fact that the selection of features is done automat-
ically, it becomes clear that an optimal manual selection of the size of the
codebook, i.e. the number of prototypes for every class, is not possible. In
order to overcome this problem, we applied an incremental version of GRLVQ
(iGRLVQ), which enables the system to automatically select this parameter
for each class. This is done by starting with only one prototype for each object
and then adding new representations for the instances which repeatedly cause
errors. Because of this on-demand recruitment, comparably sparse models are
created. Another effect of iGRLVQ is that the amount of domain knowledge
which has to be provided by manual tuning of parameters is reduced since
the size of the codebook is automatically selected online and in a task-specific
fashion.

Being equipped with a mechanism with the ability of online feature and code-
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book size selection such as iGRLVQ, the remaining question was how to define
the initial setup of the feature space. While this important decision is normally
done externally and prior to learning, our approach is to use a generic, non-
specialized set of features. Because of the great variety, the initial number and
thus dimensionality of the input space provided is assumed to be very high
at the start. As a solution, we let the relevance learning mechanism decide
on the most important dimensions and thus reduce the number of features
needed during learning.

Taken together with the aforementioned problems in computer vision, the
synthesis of model and relevance learning is an ideal solution. Integrating the
prototype-based incremental learning mechanism with a generic set of visual
features, coupled with the ability of online feature learning, leads to a very
effective object recognition architecture. Consequently, our system is called
Feature and Incremental Learning of Objects Utility (FILOU).

The main contribution of this work is a solution to an interesting and non-
trivial learning task, namely automatic feature selection for visual object
recognition, based on GRLVQ. We integrate the current state of research on
the various subproblems into an optimized system. By testing it on multiple
benchmarking problems, we prove that it forms an excellent solution in several
respects. Moreover, we argue for the special importance of the combination of
incremental methods together with iterative input pruning and provide empir-
ical evidence. Results are presented for recognition performance and feature
selection capabilities.

In the course of this paper, we will first discuss related work. Then, the pro-
posed object recognition architecture FILOU is introduced and the underlying
learning mechanism is described in more detail. Finally, the performance of
the approach and the relevance learning, which were extensively tested on the
COIL100 database [33], will be presented and discussed.

2 Related Work

Among the first authors to employ neural networks for visual object recog-
nition were Poggio and Edelmann [37], who used Generalized Radial Basis
Function Networks (GRBFs) in order to represent object models. One of the
main assumptions underlying this approach is that the 3D structure of an
object could be specified by interpolating between stored 2D views of the
respective item. As a result, the learned prototypes could be seen as repre-
senting the views of the object. In addition to being psychophysically [4,45]
and physiologically [36] relevant, this basic assumption led to a great variety
of approaches for 3D object recognition [39,42], including the current work.
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Still, Poggio and Edelmann dealt only with artificial data in the form of wire-
frame 3D objects and a comparatively low complexity of only six dimensions.
While keeping the main idea of view-based recognition, we are dealing with
real-world objects and higher dimensionality, which considerably increases the
task’s complexity.

In the domain of computer vision with object recognition and content-based
image retrieval in particular, the use of case-based reasoning (CBR) methods
such as k-NN [5] and its variants is very common [6,25,28,35,43,49,50]. How-
ever, most of these approaches require storing all training patterns or at least
a great number of them in order to achieve good performance [47]. This is
especially problematic in the case of high-dimensional input spaces and online
learning over extended periods of time. A solution to this problem is given
by prototype-based algorithms, such as LVQ and its variants, because the
number of prototypes needed is usually considerably smaller than the size of
the original training set. Consequently, these methods are very appealing for
efficiency reasons with respect to memory consumption and computational
demands. For the task of object recognition, one of these methods was suc-
cessfully applied in [21]. In that particular architecture, the standard learning
vector quantization procedure (LVQ) was extended to better adapt to the task
of online learning. This was achieved by applying an incremental mechanism
(iLVQ) which enabled the system to dynamically add prototypes to objects
which repeatedly caused misclassifications. Comparable approaches have also
been proposed in combination with neural gas [7]. Concerning the input space,
Kirstein et al. chose a biologically motivated approach resembling the ventral
pathway of the human visual system. In their work, the input space was kept
stable throughout the learning process and only the object prototypes were
changed by the learning procedure. In our work, however, we address the
change of feature space in addition to the prototypes. These two different
ways of adjustments are applied in order to allow our system to achieve more
dynamic and task-specific representations.

A number of methods for reducing the dimensionality of a feature set, also
known as feature subset selection (FSS), have been published. Here, broadly
three categories exist: Filter, wrapper and embedded methods [8]. Whereas
filter methods, as for instance the one proposed in [23], are selecting features
independently of the learning procedure, wrapper methods [22] treat the learn-
ing mechanism as a black box and use it to find the optimal feature subset.
Although they are known to lead to promising results, wrapper methods are
computationally very complex. Another disadvantage of the first two cate-
gories is that both have to be done prior to the actual learning procedure.
Because of the high variability of visual data, it would be sensible to be able
to select features directly during the learning process in order to be better
able to account for changes in the data. Since embedded methods incorporate
the selection as part of the training, they make better use of the available data
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and do not require retraining as in the case of wrapper methods.

When dealing with artificial neural networks such as Multilayer Perceptrons
(MLPs), techniques exist to reduce the number of parameters by dropping
unimportant weights [27]. Additionally, Principal Component Analysis (PCA)
[17] is a standard technique often used to prepare the input for MLPs [18,26,30].
Variants of PCA exist, which completely prune input dimensions (for a thor-
ough discussion, please refer to chapter 6 of [18]), but may lead to very poor
results, especially in the case of highly correlated dimensions in the original
input space. The main problem of PCA is that it is not an integrated part
of the actual learning process. Moreover, it does not consider the class labels
but only variances in the input data. Despite these problems, PCA is still a
very popular technique in computer vision applications. This is due to the
fact that it can be applied directly to the image data and thereby constructs

a set of features, also known as Eigenimages, instead of using PCA for feature
selection only [31,20,48]. Performance of an up to date version of this method
[14] will later be compared to our results.

Additionally, statistical methods exist which achieve very good results. Among
the most prominent ones are the LASSO method [46] and Automatic Rele-
vance Determination (ARD)[29,32]. Originally introduced in the context of
least-square regression, the LASSO has the disadvantage that the number of
selected variables is limited by the number of training instances [51]. In ARD,
pruning is accomplished by using several weight decay constants, one for each
input dimension. The general idea is now that the resulting hyperparameters
or decay rates of unnecessary input are automatically inferred to be large.
This way, relevances can be determined and used for dimension reduction.
However, ARD can lead to overfitting [38]. For a more detailed description
and overview of the available feature selection methods, please refer to [16]
and [8].

3 FILOU - Feature and Incremental Learning of Objects Utility

In the following section, we will introduce a new architecture capable of recog-
nizing 3D objects. In FILOU, each of the classes to be learned is represented
by a number of adjustable prototypes or codebook vectors. Moreover, the in-
put space initially used is formed by a generic set which offers a wide variety of
standard visual features. On top of these features lies a selection mechanism for
detecting relevant input dimensions. The codebook adjustments and feature
selection are achieved automatically during learning by applying iGRLVQ.
This extension is used for online feature pruning and incremental prototype
recruitment. Because it is capable of dealing with these two main issues, it can
be seen as the heart of FILOU. We will first explain the basic GRLVQ algo-
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rithm before turning to a description of the use of prototype-based methods
in the area of computer vision. Afterwards, details concerning the underly-
ing feature space and the pruning mechanism will be given. Finally, we will
motivate and describe iGRLVQ.

3.1 Prototype-Based Learning: GRLVQ

Extending the basic principles of LVQ, Sato and Yamada [40] introduced the
generalized LVQ (GLVQ) algorithm, which is defined by a cost function in-
cluding LVQ 2.1 as a special case. Thus, being based on stochastic gradient
descent (the corresponding proof can be found in [11]), this method could
further improve stability of the learning process. Using the idea of relevance
terms, Hammer et al. [11] extended the algorithm to generalized relevance
LVQ (GRLVQ) by incorporating an update rule that enables the system to
assign a measure of importance to the input dimensions through relevances.

The algorithm can be described as follows. The data to be learned is given
by a labeled training set in the form of feature vectors x = {(xi, yi) ⊂
R

n × {1, . . . , C} | i = 1, . . . , m}, where each training instance belongs to one
of C classes. Furthermore, let each vector x be of the form x = (x1, . . . , xn);
x ∈ R

n. For every class in the training set, there exist vectors in R
n corre-

sponding to the prototypes of the respective class. Altogether, they form the
codebook of the learning algorithm, i.e the codebook W is given by the pro-
totype vectors (w1, . . . , wM) and the associated class labels ci ∈ {1, . . . , C}.
The underlying goal of the learning procedure is now to adjust the codebook
vectors wi of each class such that they represent it as accurately as possi-
ble, despite the closeness of data vectors belonging to different classes. By
convention, the nearest prototype of the same class as a training vector x

will be called positive and the nearest prototype of a different class will be
called negative in the following. Basic LVQ offers an update rule only for the
nearest positive codebook vector. The idea of generalized methods is to ad-
just the nearest positive (wJ = argmin

w
j

P=J

(‖ x − wj ‖2)) and the nearest

negative (wK = argmin
w

j

P 6=J

(‖ x − wj ‖2)) prototype when being presented

with a training vector i of class P , xi
P . This is done by using the training

vector to attract wJ and push away wK , according to wJ
new = wJ

old +∆wJ and
wK

new = wK
old − ∆wK . The update elements are defined as

∆wJ := ǫ ·
dK

(dJ + dK)2
(xi − wJ)

∆wK := ǫ ·
dJ

(dJ + dK)2
(xi − wK) (1)
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respectively. The distances dJ =‖ x, wJ ‖ and dK are calculated according to
the standard Euclidian metric. The resulting error measure is able to push the
learned decision borders close to the Bayesian and thus optimal ones.

However, the resulting performance relies crucially on the commonly used Eu-
clidian metric and hence relies on the fact that it is suitable for the respective
learning task. Thus, the data must be preprocessed and scaled such that the
input dimensions have approximately the same magnitude for the classifica-
tion. In addition to the obvious problem of appropriateness of Euclidian space,
superfluous data dimensions slow down training. Therefore, relevance learn-
ing uses input weights λ = (λ1, . . . , λn) where each λi is responsible for one
dimension, in order to allow for automatic and variable scaling of the input
space. Integrating λ into the standard Euclidean distance metric results in:

dJ =‖ x − wJ ‖2

λ=
n∑

i=1

λi(xi − wi)
2 (2)

During learning, the relevance terms are adjusted according to a learning
procedure which follows the main update principles used for prototype ad-
justments. Following [12], the resulting update rule for the relevance terms is
defined as:

λm := λm−1 − ǫ1 · (
dK

(dJ + dK)2
(xi

m − wJ
m)2 −

dJ

(dJ + dK)2
(xi

m − wK
m)2) (3)

λ is normalized after each update step to ensure ‖ λ ‖= 1. In order to keep the
λ values positive, negative values and relevances for constant input dimensions
are set to zero. The update rule can be interpreted as follows: In the case of
correct classification, the update results in an increase in the weight terms
standing for dimensions in which the training data is close to the positive
prototype, whereas relevances for terms with greater distance are decreased.
In contrast, in the case of false classification the more distant dimensions
are increased and the closer ones weakened. Thus, this mechanism facilitates
dimensions which contributed to the right classification and which did not
contribute to a false one. A more detailed derivation of the above-mentioned
formulas and procedures can be found in [10]. Again, the use of the generalized
method proved to enhance convergence speed and stability compared to mere
relevance learning [13].

3.2 Prototype-Based Methods for Object Recognition

The codebook vectors of the learning mechanism can be regarded as represent-
ing 2D views. This way, each prototype corresponds to a specific perspective of
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the underlying object. All prototypes of one type taken together consequently
form the overall representation.

When dealing with images, visual features have to be extracted in order to
form the feature vectors of the training data. The feature extractions can
therefore be seen as a mapping from the raw pixel space to a lower-dimensional
feature space. Having transformed the images to feature vectors, a learning
procedure is applied in order to find appropriate prototypes for later recog-
nition. Generalized algorithms are known to improve stability of the learning
process especially in the case of contradictory training patterns. Because the
latter is particularly prominent in visual data and thus a relevant issue, the
use of generalized learning is of great importance. Having decided on a par-
ticular type of learning mechanism, the underlying feature space remains to
be defined, which will be done in the following section.

3.2.1 Generic Feature Set

In order to be able to use standard prototype-based algorithms for object
recognition, which need a fixed dimensionality of input space, we decided to
use global object features. Unfortunately, extractions of visual features are
computationally very expensive, which is why the dimensionality of input
space should be kept as small as possible, while maintaining high performance.
Consequently, selecting the right amount and types of features is decisive
for the later performance of the system, as well as highly task-specific and
normally done by a human expert. Our approach is quite different. Initially
offering a whole variety of standard measurements in the form of a generic
feature set with 137 dimensions, we let the system automatically decide on
relevant input dimensions and prune irrelevant ones. This does not only reduce
the amount of external knowledge which has to be put into the system, but also
leads to highly task-specific solutions. The initial feature space can broadly
be put into two categories, i.e. appearance and shape selective.

The most common way of dealing with the first category is via color and
luminance information. In detail, the resulting input space included a 32-
dimensional luminance histogram, and 64 dimensions of YUV color histograms.
Shape information was included by calculating the area of the object, its
centroid, perimeter, eccentricity, circularity, compactness, and maximum and
orthogonal diameter. To provide even more information, the Hu set of im-
age moments [15] was used as well. These seven dimensions are calculated as
particularly weighted averages of the object’s pixel intensities and have the
special property of being invariant under translation, scale and rotation. For
instance, the first measurement can be interpreted as the moment of inertia
around the centroid of the image. Finally, Gabor wavelets with three scales
and four orientations were extracted. This type of feature can be seen as de-
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tecting specially oriented and scaled bars of intensity in the image. Most often,
they are used in biologically motivated approaches, which is due to the fact
that simple and complex cells in area V1 of the human cortex are also selec-
tive to specially oriented bars of light. Since the resulting dimensionality is
given by 2 × scales × orientations, the input space included 24 dimensions
corresponding to this feature. Because many of the extractions rely on a seg-
mentation of the image to separate the object from the image background, we
applied region-growing as a preprocessing step, as proposed in [1]. Although
this selection of features is expected to be able to deal with various problems,
it is of course possible to modify the set by integrating further features or
changing existing ones. Moreover, it is possible to exchange the proposed set
completely, such that every author can use his/her favorite features.

Altogether, the final feature space had 137 dimensions. Although GRLVQ was
successfully used in high-dimensional input spaces before [3,10], the complex
domain of visual data has not yet been examined.

3.2.2 Automatic Pruning

Having described the underlying feature space, we will now turn to the problem
of feature selection, which is widely addressed in the machine learning litera-
ture. This aspect is especially valuable in the case of high-dimensional visual
data where relevant dimensions might differ from task to task. Because of this
variability, it is very hard even for humans to assess which measurements will
be useful for a particular data set under a particular condition. Pruning al-
lows for increased efficiency since the dimensionality of feature space as well as
computational costs for future learning and extractions are reduced. The task
of feature reduction is very extensive in standard techniques such as neural
networks. In addition to the statistical approaches such as the ones described
earlier, the connection weights of the input dimensions can be checked after
training and then the low-weighted ones are pruned. Afterwards, the network
has to be retrained [2]. This technique of assessing relevant dimensions after
training and then relearning has the clear disadvantage of being very slow [27].
One of the main advantages of using relevance terms as the basis for pruning is
that it can be done online, making it an integrated part of the overall learning
process. As a result, feature selection and model learning cannot be seen as
two distinct processes in the current approach. As will become more evident
later, the algorithm is able to deal with online pruning of huge parts of the
input space without the need of explicit retraining.

A further step in addition to only diminishing the influence of unimportant
dimensions is to prune the weakest dimensions, i.e. the ones with the smallest
λ-values, in order to completely exclude them from the following learning
and recognition process and even more importantly from future calculations.
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Having been successfully applied to time series by Hammer et al. [44], this can
then be seen as real feature selection because only the remaining dimensions
of input space have to be calculated in future. Instead of pruning all unneeded
dimensions at once, we iteratively remove small parts of the feature space
in every learning step, allowing the system to better adapt and reorganize
the remaining relevances and prototypes. In addition to improved learning
behavior, this method allows for an automatic stopping criterion, i.e. using
the accuracy as measure, pruning is stopped when the loss on the validation
data exceeds a certain threshold. This way, the optimal number of dimensions
can also be found automatically.

3.2.3 iGRLVQ

In practice, one of the main issues of prototype-based algorithms is the se-
lection of an appropriate number of prototypes which must be subject to ex-
tensive testing or human expertise. Standard methods normally use the same
amount for every class. At times, this can lead to a codebook which is too
large, especially in the case of less complex classes. Furthermore, the complex-
ity of the task differs with the dimensionality of the input because the number
of clusters is expected to be smaller in lower-dimensional input spaces. Con-
sequently, the question regarding the appropriate amount of prototypes for
every class becomes even more pronounced, if not impossible, in the light of
relevance learning and automatic dimension pruning. The optimal number is
highly dependent on the respective input features, which cannot be known
a priori in an automatic selection process. In order to avoid these problems
and to decrease the amount of external knowledge, we extended GRLVQ with
an incremental part proposed in [21,3]. The key idea is to add prototypes
to classes which cause subsequent errors during training. If, for a processed
training instance, dJ is greater than dK , the system would have misclassified
the vector since the negative prototype would have been closer to it than the
positive one. Whenever this happens, an error term g is increased and the cor-
responding erroneous feature vector is stored together with the corresponding
dK . If, at the end of the learning step, the number of misclassifications exceeds
a threshold gmax, a prototype is added for each misclassified class. Here, we
apply the idea of Kirstein et al. [21], who proposed that out of all misclassified
feature vectors of the corresponding class, the one closest to the foreign code-
book vector is used as a sample for the newly added prototype. The expected
number of errors naturally varies with the size of the training set. Small sets
normally cause less insertions of prototypes than bigger ones. For this reason,
we set gmax to two percent of the size of the training set.

Formally speaking, the incremental part can be seen as follows. After a mis-
classification of a vector xi belonging to class cp, xi and the distance dK are
stored in the class-specific error set Sp. If g ≥ gmax, the codebook vector with
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minimal dK is added for each Sp 6= ∅ and g is reset. The reasoning behind the
selection of the training instance, which is closest to its negative codebook,
as new prototype is that the newly added vectors should be near the decision
boundary. g is only set to zero after the addition of new prototypes and not
in every learning step. This is done because if we reset g in every iteration,
cases in which only less than gmax misclassifications occur in one epoch would
not lead to any further additions. With the accumulation of errors through
multiple epochs, the system is still able to increase the size of the codebook,
even if only small amounts of errors remain. Nevertheless, additions become
less often and the number of pure learning steps increases in later epochs. A
pseudo-code of one iteration of the learning procedure is given in Algorithm
1. Generally, classes which cause the most errors and which are thus expected
to be more complex are given more prototypes on demand, whereas simple
classes will be able to be covered by smaller numbers of prototypes.

The current chapter introduced our object recognition system FILOU, which
is a prototype- or view-based approach. It uses a generic set of visual features
together with an automatic pruning algorithm. Because feature selection relies
on the learned relevance terms of iGRLVQ, the system is able to reduce the
input space as part of its learning process, speeding up future computations.
Finally, an incremental mechanism is applied in order be able to deal with
varying numbers of clusters and to create sparse object models.

Algorithm 1 One iteration of iGRLVQ

for all (xi, yi) ∈ X do

Find closest positive (wJ) and negative (wK) codebook vector
if dJ > dK & epoch ≥ incr start then

g:=g+1 and store xi
P and dK

P in SP

end if

Adjust both codebook vectors according to equation 1
if epoch ≥ relevance start then

adjust relevance terms acc. to eq.3
end if

if epoch ≥ incr start & g >= gmax then

Find candidate error-vector for every SP 6= ∅
Add candidate to codebook
Reset g (g=0)

end if

end for
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(a)

(b)

Fig. 1. (a) some examples from the COIL100 database (b) a sequence of images

4 Experimental Results

In order to assess the recognition performance of FILOU, several experiments
were conducted using the COIL100 database. Figure 1 shows some of its stim-
uli. The data set includes 360◦ image sequences of 100 objects. In each sub-
sequent picture of an object, it is turned by 5◦ such that there are 72 images
for every object in total. The resulting task was thus to recognize 3D objects
from various perspectives based on their corresponding 2D images. The most
effective values for the learning rates for prototype and relevance updates ǫ

and ǫ1 were found experimentally and decrease during training in order to
guarantee convergence.

In detail, we tested for accuracy, effects of dimension pruning and relevance
learning. For comparability reasons, we applied the same method for selecting
the training and test set as in [34,41] to assess recognition performance. For the
experiments, 4 (8, 18 and 36) views out of the total 72 were used for training,
and performance was tested on the remaining images forming the test set.
These training instances were selected to best cover the 360◦. For instance, the
18 training images were selected to have a distance of 20◦ between each other.
The resulting training set included 1800 data points and the final performance
was tested on the remaining 5400 vectors.

Since it was one of the main interests of the current work to assess how learning
and accuracy would change after pruning the least relevant dimensions, we
iteratively excluded all but 50, 20, 10 dimensions directly during learning in
a second experiment.

Finally, in order to specifically test for the effects of relevance learning, two
sets of objects were formed. The first included all green objects in the database

12



and the second contained objects with similar shape but different color. This
enabled us to check in detail whether the automatic feature selection made
sense from a semantic point of view because the feature types to be neglected
could obviously be determined.

4.1 Recognition Performance

4.1.1 First Experiments: GRLVQ vs. iGRLVQ

First, we compared the performance of the incremental version to the stan-
dard algorithm. Both approaches were tested with learning rates varying from
0.001 to 0.98, and the best value for each method was used for the final exper-
iments (ǫ = 0.01 with decay = 0.7 and ǫ1 = 0.005 with decay = 0.88 for both
methods). We assessed the recognition abilities when using either method as
learning mechanism. Furthermore, we examined the effects of pruning, results
are shown in Table 1. Because generalization abilities are of higher interest,
all values given will correspond to the accuracies on the test set. As one might
notice, the resulting performance of GRLVQ is highly dependent on the num-
ber of pruned features and the number of prototypes allocated by each class.
With decreasing dimensionality, the performance dropped dramatically. The
system was not able to compensate the reduction of input space.

method # prototypes # of dimensions kept

137 50 20 10

GRLVQ 3 94.7 93.9 91.3 85.0

GRLVQ 6 96.6 96.1 93.8 88.5

GRLVQ 9 97.4 96.8 95.2 92.0

GRLVQ 12 97.9 97.5 95.4 92.9

iGRLVQ auto 97.9 (2.8) 97.7 (3.1) 96.3 (3.9) 93.8 (5.2)

Table 1
Resulting accuracy of the system when using either standard GRLVQ or iGRLVQ
as learning method. Training was based on 18 views and the presented results are
based on the accuracy on the remaining 54 object views used as test set. Shown are
performances with the corresponding number of prototypes after pruning 0, 87, 117
and 127 dimensions of input space. Notice that iGRLVQ automatically selects the
number of prototypes: The resulting average values are given in parentheses. In the
case of GRLVQ, recognition performance was comparable to the one achieved by
iGRLVQ only after adding up to 12 prototypes to the codebook, which corresponds
to nearly the whole training set. Adding even more prototypes could not further
improve performance.

A solution to these problems was found with iGRLVQ, which enabled the
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Fig. 2. This distribution shows how many objects were assigned the different num-
bers of prototypes by iGRLVQ. Results are shown for the case of reducing the
feature space to 20 dimensions. Most of the objects were simple enough to be cov-
ered by small amounts of prototypes, whereas only some more complex ones needed
higher numbers of prototypes.

system to dynamically introduce new prototype vectors to the codebook. The
drop in accuracy was less pronounced and the overall performance could be
increased significantly.

In detail, when using iGRLVQ, complex objects tend to get more resources
than simple ones, which could often be classified by a single codebook vec-
tor (see Fig. 2). In the case of the standard method, the needed number of
prototypes given to each class had to be equal to the maximum number from
iGRLVQ in order to achieve the same performance. In other words, because
standard GRLVQ does not differentiate between classes with regard to the
number of prototypes, all objects had to get the same amount as needed for
the most complex one in order to achieve comparable results. This naturally
resulted in a higher average. As can be seen in Table 1, iGRLVQ only needed
2.8 prototypes on average instead of 12, while achieving comparable perfor-
mance. A comparison of the resulting codebooks after letting GRLVQ and
iGRLVQ learn an easy and a complex object is shown in Figure 3. The graph
was created using only the two most important input dimensions. As can eas-
ily be seen, the instances of the simple object form a clear cluster. As a result,
iGRLVQ allocated only one prototype for this class, whereas GRLVQ used
the same amount as for the other object. The more complex item, however,
needs more representations in order to cover all training instances. As a re-
sult, iGRLVQ clearly outperforms GRLVQ because it is able to attain higher
accuracy with a smaller amount of prototypes.
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Fig. 3. Shown are the two most important dimensions of the training instances of a
simple and a complex object together with the resulting codebook vectors of GRLVQ
and iGRLVQ, respectively. Although one prototype suffices to represent the simple
item, GRLVQ used three because it does not differentiate between objects with
respect to numbers of prototypes. iGRLVQ, however, used only one representation
for the simple and three for the complex case.

4.1.2 Recognition Performance of iGRLVQ

Figure 4 shows typical learning curves of iGRLVQ. The algorithm first started
by adjusting only the currently stored prototypes without updating the rele-
vance terms. After 30 epochs, the relevance updates began and could improve
accuracy and stability of the learning process. However, only the addition of
further codebook vectors to the erroneous classes after epoch 50 could further
improve performance to achieve its final level. The recruitment of prototypes
is highly task-specific. As shown in Figure 4(a), learning an easy task could
be accomplished without recruiting additional prototypes.

The resulting accuracy of our approach and other comparable approaches on
the test set when trained with different numbers of images are given in Table
2. Once more, it is important to consider that we used a generic set of standard
features, whereas other approaches were mainly using handcrafted and task-
specific features, which were specifically selected for the COIL100 database in
order to optimize recognition performance. Here, no effort was put into the
careful tuning of features because the system was able to do this automatically.
Having ensured that the results of the architecture were absolutely competitive
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to other state-of-the-art algorithms, we now turn to the the second central
objective of the current work, i.e. a more detailed investigation of the effects
of relevance learning and feature selection capabilities.
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Fig. 4. Learning curves for easy and hard tasks. The crosses indicate additions of
prototypes which were needed in the hard but not in the easy task.

# training views

Method 36 18 8 4

FILOU (137) 99.3% 97.9% 92.6% 85.4%

FILOU (50) 99.2% 97.7% 92.0% 82.9%

FILOU (20) 98.5% 96.3% 88.9% 76.3%

PCA & NN* 98.2% 96.5% - -

Spin-Glass MRF - 96.8% 88.2% 69.4%

FILOU (10) 97.0% 93.8% 85.3% 69.2%

Linear SVM - 91.3% 84.8% 78.5%

Nearest Neighbor - 87.5% 79.5% 74.6%

Table 2
Comparison of generalization performance of various approaches using the COIL100
database. (* Results on 40 of the 100 objects using the first 12 PCAs). Results of
the other approaches were taken from [34], the numbers in parentheses correspond
to the resulting dimensionality of feature space after pruning.

4.2 Pruning Analysis

4.2.1 Performance

In order to test performance under the influence of pruning, various experi-
ments were conducted with different values as target dimensionality for input
space. The system was able to drastically reduce the feature space without
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markedly degrading performance (see Table 1). For instance, we could reduce
the dimensionality and thus computational costs to less than 1/6, while los-
ing only about 1.6% in accuracy. For testing purposes, the system iteratively
deleted features up to a predefined number, ignoring the aforementioned stop-
ping criterion for now. Generally, the final loss in performance was greater
with the increasing number of dropped dimensions.

As shown by the learning curves in Figure 5, the iterative deletion of unneeded
input dimensions did not result in a significant drop in accuracy when per-
formed down to 20 dimensions. However, when deleting all but 10 dimensions,
the system was no longer able to directly recover and there was a temporary
drop in accuracy of about 7%. Only the addition of new prototypes was able
to restore performance. Interestingly, the resulting accuracy was comparable
even when deleting all but the demanded number of features at once. In this
case, accuracy always dropped and it took the system longer to recover. This
period of worse performance does not exist in the iterative case.
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Fig. 5. Learning curves for pruning all but 10, 20 and 50 dimensions. In each iteration
the four least relevant dimensions were deleted. There is no drop in accuracy when
pruning input space down to 50 dimensions. Nevertheless, accuracy drops when
keeping only 20 or even 10 dimensions. In these cases, only additions of further
prototypes enabled the system to recover and achieve its final performance.

The average number of needed prototypes is increasing with a decreasing num-
ber of dimensions left. This can be seen as evidence for the fact that the
number of clusters built by the training images changed with pruning. These
exact effects cannot be known a priori, which provides even more support
for the usage of the incremental method. The capability of allocating more
resources on demand enabled the system to react to the need for more pro-
totypes whenever the classes could not be discriminated sufficiently in the
lower dimensional space. In other words, the use of the incremental method
proved to be especially sensible when being applied in combination with online
pruning.
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4.2.2 Semantics

In addition to examining the changes in accuracy after dropping irrelevant
dimensions, there are further interesting topics to be examined concerning
relevance learning. Having demonstrated that performance is comparably sta-
ble to dimension reduction, we conducted further experiments in order to
assess the semantics behind the selection. Here, the influence of the task in
the form of the data presented in the training set and the resulting kind of
selected features were investigated in more detail. For this reason, we tested
two special cases. The first data set included objects with similar color but
different shape. The second one used objects with similar shape and different
color. Examples of the two sets are given in Figure 6.

The outcome of the first training set was expected to place emphasis on fea-
tures selective to the shape of the object because color information would
clearly fail in this special case. In the second case, resulting relevances should
be the other way around. Because the objects differed only in color, the shape
selective features should not help the discrimination as opposed to e.g. color-
histograms, which should clearly form the most important features. Results
of both tests are shown in Table 3. The system worked as expected, i.e. task-
relevant features were emphasized and irrelevant features diminished.

Fig. 6. Instances of the two selected training sets. Objects in the top row belong to
the same color condition, objects in the bottom belong to the same form/different
color condition.

C P D Hu

similar color 0.041 0.082 0.167 0.22

similar shape 0.15 0.03 0.02 0.03
Table 3
The resulting λ-values on two specific tasks. The features shown are color histograms
(C), perimeter (P), diameter (D) and Hu-Moments (Hu). The same color condition
gave different class names to objects with similar color but different shape. The same
shape condition gave objects with comparable shape but different color different
class names. The resulting relevance values show that color information was found
to be much more important in the same shape condition, whereas shape selective
features were decisive in the same color condition.
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4.3 Prototype Analysis

As described earlier, manually selecting an appropriate number of prototypes
for every object class in the training set is very complicated without extensive
testing prior to learning. As described, when taken together with the dynam-
ics of relevance learning, this task becomes nearly impossible. Being able to
let the system automatically deal with this issue was expected to improve
efficiency and performance since the recruitment of new prototypes would be
done during learning and would directly depend on the current training set and
the complexity of the objects. Table 4 shows some examples of the COIL100
database together with the resulting number of prototypes used by our archi-
tecture. Because prototypes do not necessarily lie directly on data points and
the abstract features used do not allow a reconstruction, the images shown
do not directly resemble the prototype, but rather the image which caused its
highest activity. As can readily be seen, a very simple object (e.g. onion) re-
quired only a single prototype, whereas with increasing complexity the needed
number of prototypes increased as well. In the case of vaseline, the shape in
the first and last image is comparably similar. However, the label differs sig-
nificantly, which was the reason for an additional prototype. This behavior of
the system clearly shows the effectiveness of the incremental method and its
ability to form extremely sparse object representations directly dependent on
the complexity of the underlying object and task.

Object # Prototypes Images

Onion 1

Boat 2

Vaseline 3

Hook 4

Table 4
Examples of objects together with the resulting number of prototypes. Homogenous
and thus simple objects needed only small amounts, whereas more complex objects
had to be represented by more prototypes in order to achieve good recognition
performance.

5 Discussion

FILOU has proven to be a reliable approach for the complex task of object
recognition. We have clearly shown that beyond good recognition performance,
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the incremental relevance learning could also be used as a reliable feature
selection mechanism.

The ability to select relevant visual features is clearly one of the most impor-
tant advantages of the system because computational costs can be reduced
during learning without the necessity of relearning. As mentioned before, fea-
ture extractions are very time and memory consuming in the domain of com-
puter vision. Thus, being able to reduce the number of extractions needed for
future recognitions is very sensible from an efficiency point of view. This makes
our approach particularly reasonable in autonomous robotics, where real-time
performance is essentially necessary. Possible applications include rapid object
detection and object tracking.

We could reduce the amount of knowledge and preliminary work being put
into the system when using handcrafted features by applying a generic set
of standard features. Out of this, the system could automatically select rele-
vant elements during learning. In the case of back-propagation in neural nets,
pruning low-weighted input dimensions after learning needs to be followed by a
new learning process in order to let the system adapt to the new structure. By
contrast, iGRLVQ is able to rely on the available structure, the adjustments
of the codebook vectors are already mostly based on the dominant dimensions
before the actual pruning takes place. This way, FILOU can drop irrelevant
features and thus increase efficiency while keeping performance comparably
stable.

Considering the amount of human expertise needed, our approach has further
advantages. First of all, an a priori selection of the right amount of proto-
types for every class is very tedious if not impossible because it is dependent
on the object’s complexity. As shown in Table 4, the number of prototypes
needed increases with the complexity of the object represented. Additionally,
the combination with relevance learning and feature pruning makes a manual
identification of the right amount especially difficult because the numbers of
prototypes needed also depend on the underlying feature space. However, both
problems could be solved in an elegant manner by applying iGRLVQ.

The system’s behavior is quite intuitive regarding the semantics behind the
feature selection. It proved to be highly task-specific and made sense from
a human point of view. Nevertheless, the relevance learning algorithm is not
able to directly detect certain redundancies in the data. If, for instance, two
dimensions of input space were equal, the resulting relevances would give both
the same importance instead of deleting one of them. Being able to deal with
these kinds of redundancies and interdependencies between the features is ex-
pected to further reduce the dimensionality of input space and thus to increase
the efficiency of the overall system.
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Summing up, FILOU was able to show excellent recognition performance while
automatically selecting the number of prototypes for every class and relevant
features out of a generic set. We described a new combination of variants
of LVQ, which proved to be especially effective and synergetic when used
in combination. Moreover, the resulting input space and codebook size were
shown to be task-specific. This makes the current approach even more suitable
when applied to a domain known to be highly dynamic, such as the area of
computer vision. For these reasons, the current work can be regarded as a
step in the direction of real, unattached machine learning, independent of the
expertise of its human creator.
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